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Neurons in the central visual pathways process visual images within a localized region of space, and a restricted epoch of time. Although the receptive field (RF) of a visually responsive neuron is inherently a spatiotemporal entity, most studies have focused exclusively on spatial aspects of RF structure. Recently, however, the application of sophisticated RF-mapping techniques has enabled neurophysiologists to characterize RFs in the joint domain of space and time. Studies that use these techniques have revealed that neurons in the geniculostriate pathway exhibit striking RF dynamics. For a majority of cells, the spatial structure of the RF changes as a function of time; thus, these RFs can be characterized adequately only in the space–time domain. In this review, the spatiotemporal RF structure of neurons in the lateral geniculate nucleus and primary visual cortex is discussed.


The receptive field (RF) is defined classically as the area of visual space within which the discharge of a neuron can be influenced. The RF is a central construct in the conceptual and analytical framework that is used by neurophysiologists to study the function of visually responsive neurons, because it characterizes the transformation between the visual image and neuronal activity. Although traditional textbook depictions (for example, Fig. 1, left) define the RF in spatial coordinates only, it is inherently a function of both space and time. Thus, to describe adequately how a neuron processes the visual image, its RF must be characterized in the joint space–time domain.

In recent years, the development of powerful RF-mapping techniques, based on white-noise analysis, has facilitated the spatiotemporal characterization of RFs for neurons in the geniculo–cortical processing stream. Results that were obtained using this approach have resolved some longstanding questions concerning the origin of neuronal response properties, such as direction selectivity. In addition, because these studies have revealed new aspects of RF structure, they pose new challenges for understanding and modeling the neural circuitry of the early visual pathways.

The geniculostriate processing stream

In the mammalian visual system, information is processed sequentially along the pathway from the retina through the lateral geniculate nucleus (LGN) to the primary (or striate) visual cortex. Spiking neurons along this pathway exhibit one of three main RF configurations (Fig. 1). For retinal ganglion cells and...
LGN neurons, the RF has an approximately circular, center–surround organization. Two primary configurations are observed: one in which the RF center is responsive to bright stimuli ('ON-center'; see Fig. 1A), and the surround is responsive to dark stimuli; and another ('OFF-center') in which the respective polarities are reversed. Simple cells, which receive most of the geniculate input to the primary visual cortex, have spatially oriented RFs (Fig. 1B), with alternating elongated subregions that are responsive to bright or dark stimuli. It is generally thought that simple-cell RFs are formed from an array of LGN RFs (Refs 18 and 19), although intracortical inhibitory mechanisms might also play a role in generating the stimulus selectivity of these cells. Complex cells, the other major physiological cell type in the striate cortex, respond to both bright and dark stimuli that are placed anywhere within their RFs (Refs 18 and 21) (Fig. 1C). These RFs are thought to be formed through a non-linear combination of subunits that resemble simple cells.

**Approaches to RF mapping**

The response of a neuron to monocular visual stimulation can generally be described as a function of three variables: two dimensions of space, x and y (that is, retinal coordinates), and time, t. Clearly, extensive collection of data is required to map a cell's RF, with high resolution, in the x-y-t domain, especially given that neuronal responses have a stochastic nature. Since Hubel and Wiesel plotted by hand the RFs of neurons in the LGN and striate cortex over 30 years ago, a variety of approaches has been used to map visual RFs quantitatively. Most of these techniques sacrifice resolution along at least one dimension of the RF in order to achieve reasonable data-collection times. In this section, some traditional RF mapping techniques, along with their limitations, are considered briefly and a class of powerful techniques that overcomes these limitations is introduced.

Many studies have characterized RFs using static sensitivity maps, often referred to as 'line-weighting' functions. In this approach, a bar (or spot) of light is turned on and off at different positions within the RF, and the average firing rates of a cell to stimulus onset and offset are computed. Because responses are averaged over time, information concerning the temporal structure of the RF is lost. Consequently, static RF profiles are meaningful only if temporal-response properties are independent of spatial position. In some studies, static RF profiles have been derived from responses to moving light and dark bars. This method has the additional disadvantage that spatial and temporal factors are confounded in the RF map.

'Response-plane' techniques improve upon static RF maps by measuring the temporal pattern of discharge elicited at each spatial position by a flashing bar (or spot) of light. Although this approach can yield a complete x-y-t RF map, it is quite slow. For example, consider the task of characterizing a cell's visual sensitivity in x-y-t by presenting briefly flashed (that is, 50 ms) bright and dark spots at each of 20 x 20 positions in the x-y plane. To collect 1 s of response following each flash, and to average over ten repetitions of each stimulus, would require a presentation time of more than 2 h. Moreover, studies that have used the response-plane technique have typically used flashed stimuli that are too long in duration to reveal the intrinsic temporal dynamics of a cell's RF (that is, they measure a step response rather than an impulse response).

In recent years, several research groups have developed sophisticated RF-mapping techniques that are based on pseudo-random spatiotemporal stimuli (that is, 'white noise'). White-noise analysis is a general tool for characterizing the input-output behavior of linear and non-linear systems. It has a rich history of application in many fields, including retinal electrophysiology. In the white-noise approach to RF mapping, a rapid, pseudo-random stimulus sequence that consists of patterns of spots or bars is presented, and the neuronal spike train is correlated to the stimulus sequence (that is, cross- or reverse-correlation). The aim of this correlation procedure is to characterize the transformation that occurs between the visual stimulus and the response of a neuron (that is, the neuron's 'transfer function'). Because stimuli are presented in rapid succession, without pausing to collect the response to each pattern, this technique is fast. For example, the x-y-t measurement that is described above, involving 20 x 20 positions and a 50 ms duration, could be accomplished in ~7 min. Theoretical and practical details of this approach are beyond the scope of this paper, and are reviewed elsewhere.

For neurons that behave linearly, which is approximately the case for LGN X-cells and cortical simple cells, first-order correlations between stimulus and response provide a nearly complete characterization of the RF. For non-linear neurons, such as complex cells, the manner in which a neuron's response depends on the interactions between stimuli (that is, between different positions or times) must also be considered. Thus, higher-order correlations are needed to characterize fully the RFs of these cells.

**The receptive field as a spatiotemporal entity**

The textbook-style depictions of Fig. 1 (left) essentially ignore the temporal dimension of the RF. However, the organization of the RF is not static. In fact, when examined in the space–time domain, the RFs of most cells in the geniculo–cortical pathway exhibit striking dynamics. Given that the RF is a spatiotemporal entity, a fundamental question is that of how space and time interact to determine the properties of a cell's response. There are two basic possibilities: the RF might be space–time separable or it might be inseparable. Defined formally, space–time separability means that the three-dimensional RF, R(x,y,t), can be described as the product of two independent functions: a spatial profile, G(x,y), and a temporal profile, H(t) [that is, R(x,y,t) = G(x,y) x H(t)]. If a cell's RF is space–time inseparable, it cannot be broken down into spatial and temporal components – a spatiotemporal map is the minimum acceptable descriptor. For these cells, traditional methods of RF mapping, which average responses over time, will not provide an accurate portrait of the RF. The importance of this distinction is illustrated clearly by examining the spatiotemporal RFs of simple cells. Recent studies have shown that simple cell RFs range from separable to strongly inseparable.

Complete spatiotemporal (x-y-t) RF profiles are shown in Fig. 2 for representative simple cells from the cat's striate cortex. For the cell of Fig. 2A, the RF is approximately space–time separable. In practical
terms, this means that the spatial arrangement of RF subregions is fixed but their strengths and polarities are modulated over time. For the cell of Fig. 2B, the RF is space–time inseparable, because its spatial organization changes with time. Although there are many possible types of space–time inseparability, simple cells with inseparable RFs exhibit a highly characteristic pattern in which the spatial phase of the RF changes gradually as a function of time\(^6\). When the temporal sequence of RF profiles in Fig. 2B is animated (that is, shown as a movie), subregions of the RF appear clearly to move rightward over time within a tapered spatial window. Note, however, that the two-dimensional spatial envelope of the RF remains approximately fixed as time progresses\(^6\). Not surprisingly, this characteristic form of space–time inseparability has implications for understanding motion selectivity.

**Spatiotemporal RF transformations along the geniculostriate pathway**

A convenient way to characterize the dynamics of RF structure is to construct an \(x-t\) plot\(^5\). An \(x-t\) plot summarizes how the one-dimensional spatial organization of the RF (along the axis perpendicular to the cell’s preferred orientation) changes with time. Figure 3 shows \(x-t\) plots for seven representative neurons from the cat’s LGN and striate cortex. For LGN cells (Fig. 3A and B), the \(x-t\) plot typically exhibits a center–surround organization in space, and a biphasic structure in time (see also Refs 5 and 6). To a first approximation, the \(x-t\) profiles of LGN cells are space–time separable; however, many LGN cells (for example, Fig. 3A) show two subtle, yet clear, deviations from separability. The temporal response of the surround is often delayed slightly with respect to that of the center. In addition, the first temporal phase of the surround often appears to converge with the second temporal phase of the center, although this second deviation might simply be a consequence of the delayed surround response.

Recent studies have revealed two classes of LGN neurons, lagged and nonlagged, that exhibit different temporal response properties\(^40\). The RFs of lagged cells are distinguished from those of nonlagged cells by a temporal phase shift\(^6\). For nonlagged cells (Fig. 3A), the first temporal phase of the RF profile is largest, whereas for lagged cells (Fig. 3B), the second temporal phase typically dominates. This property accounts for the delayed response of lagged cells to presentation of a flashed spot stimulus\(^6\). The temporal properties of lagged cells are thought to arise from intra-geniculocortical circuitry because lagged responses are not seen in the retina\(^40\); however, the connectivity that underlies lagged responses remains unclear.

Figure 3C and D shows \(x-t\) plots for simple cells that have approximately space–time separable RFs. These \(x-t\) profiles exhibit multiple lobes in both space and time, and are well approximated by the product of a spatial profile and a temporal profile. Thus, the traditional notion that each cell has a unique spatial RF configuration still pertains to these cells. The spatial profile exhibits typically one to five distinct subregions of alternating polarity, and all possible types of spatial symmetry (that is, spatial phases) are observed\(^6\). The temporal profile is typically biphasic, although some simple cells exhibit either monophasic or triphasic responses\(^5\). Simple cells with multiphasic temporal RF profiles have bandpass temporal frequency tuning, whereas cells with monophasic profiles exhibit low-pass tuning\(^6\).

Hubel and Wiesel\(^6\) suggested originally that simple cell RFs are created by combining inputs from a group of ON- and OFF-center geniculate neurons with RFs that are arranged in rows, a concept that has received some direct experimental support recently\(^19\). In this regard, it is interesting to note that the temporal-response pattern within a single subregion of a separable simple-cell RF (Fig. 3C and D) is similar to the
temporal structure that is observed within the RF center of either an ON- or OFF-center LGN cell (Fig. 3A). Thus, the temporal organization of separable simple-cell RFs seems consistent with the idea that these RFs could be constructed from arrays of LGN fields.

Unlike LGN neurons, however, a majority of simple cells exhibit marked space–time inseparability. Two such examples are shown in Fig. 3E and F. The x-t plots for these cells exhibit bright- and dark-excitatory subregions that are tilted in the space–time domain. Consequently, there is no unique spatial (or temporal) RF profile, because bright- and dark-excitatory subregions move as a function of time. Clearly, for these cells, the definition of a RF must incorporate both space and time.

An important unresolved question concerns the neuronal circuitry by which space–time inseparable RFs are constructed. This process must take place within striate cortex, because LGN cells do not exhibit tilted subregions in their x-t plots. One suggestion is that inseparable simple-cell RFs are constructed from a pair of separable simple-cell RFs that are arranged in spatial and temporal quadrature. Another idea is that inseparable RFs are constructed directly from a combination of lagged and nonlagged geniculate inputs to the cortex. Receptive-field maps of correlated discharge between simultaneously recorded LGN and simple cells might help to differentiate between these schemes, since the latter scheme predicts the existence of simple cells with inseparable RFs that receive monosynaptic input from the LGN, whereas the former scheme predicts that monosynaptically driven simple cells should have separable RFs.

Thus far, the response properties of LGN and simple cells, for which first-order RF profiles provide a fairly complete description, have been considered. For complex cells, which exhibit overtly non-linear spatial summation, this is not the case. Figure 3G shows x-t plots of the responses of a complex cell to bright and dark stimuli (first-order RF profiles). Note that the bright- and dark-responsive regions overlap almost completely in the space–time domain, and there are no distinct subregions visible within either domain. Although they define the spatio-temporal envelope of the RF, these first-order RF profiles have little predictive power for determining the response of a complex cell to an arbitrary stimulus. However, second-order RF profiles, which reveal non-linear interactions

---

*The terms first-order and second-order are used to refer to RF profiles that are derived by computing the cross-correlation between a cell's response and either a single stimulus or a pair of stimuli, respectively.
between stimuli presented at different positions or times, have a spatiotemporal organization that is reminiscent of the first-order profiles of simple cells. These second-order RF profiles are thought to represent the structure of subunits that are combined to form a complex cell’s RF. Gask and colleagues have shown recently that second-order RF profiles provide accurate predictions of the orientation, spatial frequency, and direction selectivity of complex cells in the monkey.

Spatiotemporal mechanisms that underlie motion selectivity

Recent studies of RF dynamics have provided a greater understanding of the mechanisms that underlie motion selectivity. Unlike their geniculare antecedents, most cortical neurons are quite selective for stimulus velocity (that is, direction and speed). In the geniculostriate pathway of cats and monkeys, neurons that are strongly selective for direction of motion are encountered commonly in the striate cortex, whereas X- and Y-type relay cells in the LGN seldom exhibit more than a weak directional bias. The speed tuning of cortical neurons is also much narrower than that of LGN cells.

What accounts for the striking directional selectivity of many cortical neurons? Despite an abundance of studies, a consensus regarding the mechanistic underpinnings of direction selectivity has emerged only recently. Hubel and Wiesel suggested initially that direction selectivity in simple cells could be explained on the basis of the arrangement of ON and OFF subregions within the RF. However, subsequent studies revealed that these predictions often fail. Thus, until about ten years ago, it was widely held that direction selectivity originates via non-linear interactions, typically involving delayed excitation or inhibition between different parts of the RF (Refs 3 and 4). More recently, theoretical and psychophysical studies have suggested that direction selectivity originates in the linear (that is, first order) spatiotemporal RF structure of simple cells. Specifically, simple cells with RF profiles that are tilted (that is, inseparable) in the space–time domain (Fig. 3E and F) are expected to exhibit a directional preference, whereas cells with space–time separable RFs are not. Recent studies have largely confirmed this prediction. A simple cell’s preferred direction of motion can be predicted reliably from the structure of its x–t profile. Moreover, accurate estimates of the preferred speed of motion can be derived by measuring the slope of oriented subregions in the x–t profile. These findings support the idea that linear spatiotemporal mechanisms underlie velocity selectivity (similar conclusions have also been
reached by making measurements in the frequency domain\textsuperscript{38,56}.

Although the directional selectivity of simple cells has its basis in linear RF structure, contrast-related non-linearities appear to play a role in enhancing this selectivity. Typically, linear predictions underestimate the degree of direction selectivity that is observed in the responses of simple cells to drifting gratings\textsuperscript{35,38,56}.

However, these discrepancies can be accounted for largely by two non-linear aspects of a cell’s response to different contrasts – an expansive exponent and contrast gain control\textsuperscript{35,56,57}. These non-linearities accentuate the directional bias that originates in the linear spatiotemporal structure of the RF.

For complex cells, many of which are also direction-selective, first-order RF profiles (Fig. 3G) cannot predict velocity tuning. For these cells, however, spatiotemporally oriented RF subregions are revealed clearly in second-order RF profiles, which are obtained by probing non-linear interactions between different positions and times within the RF (Refs 12 and 36). These second-order RF profiles can be used to make accurate predictions of a complex cell’s tuning characteristics, including its direction selectivity\textsuperscript{36}. Moreover, these second-order profiles are consistent with those that are predicted by a motion-energy model\textsuperscript{7}, in which the complex-cell RF is constructed from a non-linear combination of simple-like RFs that are space-time inseparable. The non-linear response properties of complex cells appear to make them well suited to signal local image velocity independently of other factors, such as contrast polarity and spatial phase, that are confounded in the responses of simple cells.

**Origin of ON and OFF responses**

Because spatiotemporal RF maps are relatively new to visual neurophysiology, it is important to clarify how the organization of x-t profiles relates to the traditional ON/OFF classification scheme. The RFs of visual neurons are usually described in terms of ‘ON’ and ‘OFF’ responses, which are discharges that occur at the onset or offset, respectively, of a spot of light. Simple-cell and LGN RFs have spatially segregated ON and OFF subregions, whereas complex-cell RFs do not\textsuperscript{16}.

Because the x-t profile provides an almost complete description of the response properties of most simple cells, the relationship between spatiotemporal RF profiles and the traditional ON/OFF classification scheme can be explored by making linear predictions of the response of a simple cell to a conventional stimulus. Figure 4 shows predicted responses of a simple cell, with a space-time separable RF, to a bar of light that is flashed at one of two positions within the RF. At position 1, the cell’s x-t profile has a bright-excitative phase followed by a dark-excitatory phase; this configuration yields an ‘ON’ response to the flashed bar. At position 2, the RF has a dark-excitatory phase followed by a bright-excitatory phase, resulting in an ‘OFF’ response to the same stimulus. Note that the biphasic nature of this cell’s RF profile is essential to the generation of an OFF response at position 2. However, it must be emphasized that the second temporal response phase of the x-t profile does not represent an offset response to the mapping stimuli. The biphasic temporal-response pattern that is exhibited by most LGN and simple cells is an intrinsic property of these neurons, and does not result from ‘mixed ON/OFF regions’, as suggested recently\textsuperscript{5}. Thus, although ON and OFF responses can be predicted from the x-t profile, the converse is not true.

This point is further illustrated by Fig. 5A, which shows predicted responses of a simple cell that has a space-time inseparable RF. Response predictions at three different spatial positions illustrate that the RF
can be approximately parceled into two ‘ON’ regions, with an ‘OFF’ region in between (Fig. 5A, right). This simulation might explain why earlier studies\(^{20,28}\), using the ON/OFF classification, did not distinguish between simple cells that have separable and inseparable RFs. Although the ON/OFF map can be derived from the \(x-t\) profile, the ON/OFF description is not complete, nor is it unique. For example, a simple cell’s velocity selectivity can be predicted from the \(x-t\) profile\(^{23}\), but not from the ON/OFF map.

In some cases, ON/OFF classification of RF structure can give erroneous results. Figure 5B shows data for a simple cell with a RF profile that is bipartite in space, and monophasic in time. The predicted response to a bright bar at position 1 shows a sustained period of excitation, beginning just after stimulus onset and terminating at stimulus offset. This can be considered an ON response. At position 2, there is a sustained inhibitory response that is usually not observable due to a lack of spontaneous discharge\(^{29}\). There is no OFF response to a bright bar at position 2, although there is a dark-excitatory subregion here. Hence, the size and periodicity of the RF might be underestimated when testing with only a bright bar, because a dark-excitatory subregion is not equivalent to an OFF region.

**Concluding remarks**

In this review, a systems-analysis approach to characterizing the response properties of neurons in the central visual pathways has been considered. The essence of this approach is to obtain a complete description of the input–output relationship of a neuron (that is, its RF profile) by testing it with a rich, spatiotemporal stimulus (‘white noise’). By extending the traditional description of visual RFs into the joint space–time \((x-y-t)\) domain, recent studies of RF dynamics have provided new information about mechanisms of visual-information processing in the geniculostriate pathway. An inescapable conclusion of these studies is that the RF must be treated as a spatiotemporal entity. For cells with space–time inseparable RFs, a spatiotemporal response profile is the minimum acceptable descriptor, because there is no unique spatial (or temporal) RF profile.

Future work will undoubtedly extend the description of visual RFs even further. In this review, for example, we have only considered the responses of neurons to monocular stimulation. However, because most neurons in the striate cortex receive binocular input\(^{10}\), a complete description of these RFs involves consideration of a fourth dimension: depth (or binocular disparity), \(z\). A description of RFs in the \(x-y-z-t\) domain awaits further research, although recent work has made important strides toward this goal\(^{10}\).

In principle, white-noise analysis can provide a complete characterization of the behavior of any non-linear system\(^{29,30}\). However, it is worth noting that successful application of these methods has thus far been limited to the study of neurons in the early portions of the visual pathway, for which response properties are well described in terms of first- and second-order correlations. For neurons in higher visual areas, the increasing complexity of organization of RFs is likely to necessitate the measurement of higher-order correlations, thus requiring longer recording times. Moreover, owing to practical considerations in the design of experiments, there might be important determinants of neuronal selectivity that are not represented in spatiotemporal RF maps. For example, because white-noise mapping is usually performed at a fixed contrast level, dynamic non-linearities such as contrast gain control\(^{59}\) might be overlooked. To obtain a complete input–output description for a neuron, one must have access to all of the relevant inputs. This might prove to be problematic for studying neurons in extra-striate cortical areas, where extra-retinal factors such as attention, memory, and eye position often modulate neuronal responses\(^{60}\). Despite these considerations, however, white-noise analysis has considerable potential for elucidating the details of RF structure at higher levels in the visual pathway.
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